
Acta Technica 62 No. 1A/2017, 371–380 c© 2017 Institute of Thermomechanics CAS, v.v.i.

A balancing artificial bee colony
algorithm for constrained optimization

problems1

Zhen Wang2, Yuelin Gao2

Abstract. To solve constrained optimization problems, a balancing Artificial Bee Colony
(BABC) algorithm is proposed in this paper. It is important to balance constraints and objective
function during iterations by population-based algorithm. The feasible rules are the main constraint
handling method employed in this paper. To balance the constraints and objective function, the
replacement mechanism and the mutation strategy are added. Furthermore, the opposite learning
initialization is introduced to make the initial colony scattered evenly on the search area. And
the best-lead search equation is used in onlooker bee phase to improve the convergent speed. The
BABC algorithm is tested on 18 test functions with 30-D at IEEE CEC2010. The experimental
results are compared with other state-of-art algorithms, which suggest that the BABC algorithm
outperforms or performs similarly to other algorithms.
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1. Introduction

The research to find better optimization algorithms of constrained optimization
problems arose from science and engineering has never stopped. Since science and en-
gineering constrained optimization problems are getting complicated, the significant
attentions are paid on efficient and effective algorithm. In recent years, population-
based algorithms have been widely used to deal with constrained optimization prob-
lems. Currently, a population-based algorithm called artificial bee colony (ABC)
algorithm is proposed to simulating the behavior of foraging bees, which is widely
used for solving many kinds of optimization problems and real world problems in-
cluding constrained optimization problems [1].
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Since most of the population-based algorithms are originally designed for uncon-
strained optimization problems, one of the main concerns of using these algorithms
for solving constrained optimization problems is how to select the promising in-
dividuals for solution iteration. In most cases, the individuals in the population
with better fitness function values may not be feasible, which makes the constraints
handling method combined in the algorithm is much more important. Generally
speaking, methods dealing with the constraints can be divided into five groups.

Methods based on transforming unfeasible solutions into feasible ones with some
operators. Michalewicz and Schoenauer [2] discussed difficulties connected with solv-
ing the general nonlinear programming problem and provide a constraints handling
method.

Methods based on penalty functions. Thakur et al. [3] proposed a modified real
coded genetic algorithm for constrained optimization with penalty function method.
Elsayedet et al. [4] applied the concept of training and testing with a self-adaptive
multi-operator based evolutionary algorithm to find suitable parameters with penalty
function method.

Methods based on feasibility rules. Deb [5] first proposed the feasibility rules for
binary tournaments in Genetic Algorithms. Tuba and Bacanin [6] introduced mod-
ifications to the seeker optimization algorithm to control exploitation/exploration
balance and hybridized it with elements of the firefly algorithm that improved its
exploitation capabilities for constrained optimization problems with feasibility rules.

Methods based on stochastic ranking. Rodrigues [7] presented a new technique
to handle constraints in the solution of optimization problems by evolutionary algo-
rithms - the Balanced Ranking Method (BRM).

Other hybrid methods. Gao et al. [8] defined the best fitness value among
feasible solutions in current population as gbest and converted the original COPs to
multi-objective optimization problems (MOPs) with one constraint. Wang et al. [9]
incorporated the objective function information into the feasibility rules for solving
constrained optimization problems with evolutionary optimization.

All these methods have their own advantages. Among all the constraints han-
dling methods, the well-known feasibility rule is widely used because of the simplicity.
Since feasible solutions are preferred unfeasible ones, the algorithms often lack di-
versity in population. An effective selection method should balance the information
obtained by objective function and constrained functions during searching progress,
which can maintain the diversity of the population.

In this paper, a balancing artificial bee colony (BABC) algorithm is proposed
to overcome shortcomings mentioned above. In BABC algorithm, a modified ABC
algorithm serves as the search engine and the well-known feasibility rule is used as the
constraints handling method. In addition, the replacement mechanism and mutation
strategy are used to compare individuals based on objective function. Furthermore,
the information of objective function has also been used to guide the search. The
performance of the BABC algorithm has been tested on 18 benchmark test functions
collected in IEEE CEC2010 and compared with other state-of-the-art algorithms [9].

The reminder of the paper is organized as follows. In Section 2, a balancing
artificial bee colony algorithm for solving constrained optimization problem is intro-
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duced. In Section 3, the proposed algorithm is compared with other algorithms. In
Section 4, a conclusion is provided.

2. Methodology

Generally, for minimization problems, a constrained optimization problem can
be formulated as follows:

min f(x), x = (x1, x2, ..., xn) ∈ Rn

subject to li ≤ xi ≤ ui, i = 1, ..., n,
gj(x) ≤ 0 for j = 1, ..., q,
hj(x) = 0 for j = q + 1, ...,m.

The objective function f is defined on an n-dimensional rectangle S in Rn(S ⊆ Rn).
Domains of variables are defined by their own upper and lower bounds. A feasible
region F ⊆ S is defined by m constraints, and x is defined on the feasible region.
If there exists an inequality constraint that satisfies gj(x) = 0, j = 1, ..., q for any
x ∈ F , the constraint is called active constraint at point x. All equality constraints
are considered active at all points of F .

In the original ABC algorithm, the swarm consists of three kinds of artificial bees:
employed bees, onlooker bees and scout bees. Employed bees explore the food source
and share the information to the onlooker bees in the hive. Onlooker bees select a
food source and exploit it based on the information shared by employed bees. The
employed bee whose food source has been abandoned becomes a scout bee to search
a new food source. For constrained optimization problems, the feasibility rules are
used as the constraints handling method in ABC algorithm. However, in the method
based on feasibility rules, the feasible solution prefers unfeasible solution, so that it
will cause premature convergence. How to balance the constraints and objective
function is a basic problem when solving constrained optimization problems by the
ABC algorithm. Denote the food source number as SN , the position of the ith food
source as xi, (i = 1, · · · , SN), which is a D-dimensional vector. In the following
subsections, the BABC algorithm for constrained optimization problems is described
in detail to overcome the shortages described above.

2.1. Opposition-based learning initialization

It is important to generate an even initial population of swarm intelligence-based
algorithms, which can affect the convergent speed and solution quality. In the ini-
tialization, there is no information about the distribution of solution. Therefore,
the initial population needs to be scatted evenly on searching space to make sure
the algorithm can search the whole space uniformly. In original ABC algorithm,
the initial population is generated randomly in the searching space, which cannot
ensure the evenly distributed population initialization. To conquer this issue, the
initial population is generated by using opposition-based learning initialization. No-
tice that opposition-based learning method can simultaneously generate a solution
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and its opposite [10], which can make the initial population be scattered evenly over
the searching space. The algorithm for generating an initial population based on
opposition-based learning initialization method is given as follows.

Algorithm 1: Generation of initial population.

Step 1: Set the population size SN and the individual counter i = 1, j = 1.
Step 2: Randomly generate a population X(SN) by

xij = xmin,j + rand(0, 1) (xmax,j − xmin,j) ,

i ∈ {1, 2, · · · , SN} , j ∈ {1, 2, · · · , D} . (1)

Step 3: For i = 1, · · · , SN ; j = 1, · · ·D, generate a population OX(SN) by

oxij = xmin,j + xmax,j − xi,j .

Step 4: Among the X(SN) and OX(SN), select SN individuals having the
smallest costs as the initial population.

2.2. Searching equation

It is well known that the exploration ability and exploitation ability are both
crucial for the search equations to find the optima in searching space, and the tow
abilities are contradict to each other. It is well known that the search equation is
good at exploration and poor at exploitation in original ABC algorithm. In order
to balance the exploration ability and exploitation ability, two kinds of searching
equations are used in BABC algorithm.

At the employed bee stage, the original searching equation is also used to keep
the exploration ability, that is

vij = xij + φij(xij − xkj) , (2)

where k, j are randomly selected indices, k ∈ {1, 2, ..., SN}, k 6= i, j ∈ {1, 2, ..., N},
and φij ∈ [−1, 1] is a random number.

At onlooker bee stage, the searching equation is modified as best guided searching
equation proposed by Zhu et al. [11] to enhance the exploitation ability, that is

vij = xij + φij(xij − xkj) + ϕij(xbest,j − xlj) , (3)

where k, l ∈ {1, 2, ..., SN} is a random selected index which is different from i,
j ∈ {1, 2, ..., D} is a randomly selected index, xbest,j is the global best solution,
φij ∈ [−1, 1] and ϕij ∈ [0, 1.5] are both uniformly distributed random numbers.

At the scout bee stage, the individual is generated randomly within the range of
the boundaries of the parameters by (1).
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2.3. Replacement mechanism and mutation strategy

By replacing some individuals from the population, the replacement mechanism
attends to alleviating the greediness of the feasibility rule. It can maintain the
diversity of the population and balance the constraints and objective function. First,
divide the population into S parts with the same size and sort it based on the
objective function value in descending order. Second, choose the individual with the
maximum degree of constraint violation from the first part and the individual with
the minimum degree of constraint violation from A, where the set A consists of the
individuals that cannot survive at the employed bee and onlooker bee stages. Third,
compare the objective function value of the two selected individuals, and store the
minimum one into the population, the other stored into A. Repeat the above step
on all S parts of population respectively. Therefore, the replacement mechanism can
be described as the following algorithm:

Algorithm 2: Replacement mechanism

Sort population in descending order according to the objective function values and
divide it into S parts with the same size;

i = 1
while A is not empty and i < S

Select the individual xa with the maximum degree of constraint violation from
the ith part of population;
Select the individual xb with the minimum degree of constraint violation from A;
iff(xb) < f(xa)

Replace xa with xb and delete xb from A;
end if
i = i+ 1

end while

Consider the premature issue, a simple mutation strategy is used when all the
individuals in the population are unfeasible. The details are as follows:

Algorithm 3: Mutation strategy

ifall the individuals in the population are unfeasible
Randomly select an individual xc from population;
Generate a random integer number k between 1 and D, and let the kth dimension
of xc be equal to a value randomly chosen from [Lk, Uk]. Thus obtain a mutation
individual xd;
Choose the individual xe with the maximum degree of constraint violation in
population;
iff(xd) < f(xe)

Replace xe with xe;
end if

end if
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2.4. BABC algorithm

In BABC algorithm, the probability of a food source being selected by an onlooker
bee is given by:

pi =

 0.5 +
(

fiti∑SN
i=1 fiti

)
× 0.5 if solution is feasible,(

1− violationi∑SN
i=1 violationi

)
if solution is unfeasible,

(4)

where violationi is the penalty value of the solution xi. The ith fitness value fiti for
a minimization problem is defined as

fiti =

{ 1
1+fi

, fi ≥ 0,

1 + abs(fi), fi < 0,
(5)

where fi is the objective function value of the ith solution.
Therefore, the solution procedure of the BABC algorithm is as follows:

Algorithm 4: Balancing artificial bee colony algorithm

Step 1: Initialize the food source by algorithm 1 and set all the parameters in
the algorithm.

Step 2: The employed bees search the new food source according to (2). Evaluate
the objective function value, fitness value and violation value of this food source.
Then, use the feasibility rule to make a choice between the new food source and the
old one. If the new food source is preferred to the old one, the new one replaces the
old one.

Step 3: Calculate the selective probability according to (5) and select a food
source for onlooker bees. Then, the onlooker bees search the new food source ac-
cording to (3). And evaluate the objective function value, fitness value and violation
value of this food source. Then, use feasibility rule to make a choice between the
new food source and the old one. If the new food source is preferred to the old one,
the new one replaces the old one.

Step 4: Replace some individuals according to the replacement mechanism in-
troduced by Algorithm 2.

Step 5: Implement the mutation strategy introduced by Algorithm 3.
Step 6: If there is an abandoned food source, replace it with a new food source

discovered by the scout bee.
Step 7: Check whether the termination criteria are satisfied. If they are, stop

searching and output the final food position; otherwise, return to Step 2.

3. Result analysis and discussion

In this section, the effectiveness of the BABC algorithm is empirically evaluated
on a set of benchmark test functions with 18 benchmark test functions with 30-D
developed in IEEE CEC2010. Note that all objective functions of these benchmark
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test functions should be minimized. The parameters settings of BABC algorithm are
as follow: colony size (SN) is 80, maximum cycle number (MCN) is 7500, the value
of limit is 0.5∗SN ∗D. Thus, the maximum number of FEs is 600000. Experiments
were repeated 25 times independently.

Table 1 show the statistical results of original ABC algorithm and BABC al-
gorithm for 18 benchmark test functions. In these tables, Best, Mean and Worst
represent the best, mean and worst function value over 25 independent runs; Std.
represents the stability of algorithm; Percentage represents the percentage of feasible
individuals in population. The results show that the BABC algorithm can obtain
the optimal solution stability better than original ABC algorithm. From the last
column, the percentage values show that the BABC algorithm also has more feasible
individuals in population than original ABC algorithm dose.

To further exam the performance of the proposed algorithm, the best solutions
are compared with εDEag, SRS-εDEag, ECHT-DE, AIS-IRP, DyHF, FROFI and
CMODE. All the comparison results show in Table 2. According to the mean results,
it is shown that BABC algorithm performs equal or better than εDEag, SRS-εDEag,
ECHT-DE, AIS-IRP, DyHF, FROFI, CMODE and ABC. The compared results show
that the proposed algorithm has the better performance on constrained optimization
problems.

It is well known that the performance of any evolutionary algorithm on con-
strained optimization problem is highly affected by the constraint handling method.
In fact, the algorithm using feasibility rules lack of objective function information
used in the population. In BABC algorithm, we combine the objective function
information through searching procedure, such that the proposed algorithm can ef-
ficiently and effectively solve the constrained optimization problems.

4. Conclusion

In this paper, we present a balancing ABC algorithm for constrained optimization
problems, called BABC. In BABC, the information of objective function has been
used to alleviate the greediness and improve the robustness of the well-known feasi-
bility rule by the replacement mechanism and the mutation strategy. To improve the
convergent speed, the opposite learning initialization on initial stage and the best-
lead search equation on onlooker bee stage are used. Experiments are performed on
benchmark test sets from IEEE CEC2010. The comparative studies indicate that:

i) the opposite learning initialization is a promising way to deal with the diversity
of initial population;

ii) the best-lead search equation adding in original ABC algorithm make the
algorithm to have the capability to improve the convergent speed during evolution;

iii) the replacement mechanism and mutation strategy can balance the infor-
mation of both constraints and objective function, and increase the diversity of
population.

In conclusion, the BABC algorithm can be efficiently used for solving constrained
optimization problems. In the future, there are some directions that should be
noticed:
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i) to design new constrained handling model for solving more complicated high-
dimension and large-scale constrained optimization problems;

ii) to combine with advanced discrete processing methods for discrete constrained
optimization problems.

Table 1. Statistical results over 25 independent runs

Fun Algorithm Best Mean Worst Std Percentage

C01 ABC –5.79E – 01 –5.54E – 01 –5.30E – 01 1.49E – 02 1.00
BABC –5.64E – 01 –4.75E – 01 –3.66E – 01 4.71E – 02 1.00

C02 ABC 2.80E+00 3.94E+00 4.75E+00 5.44E – 01 0.33
BABC 1.89E+00 3.71E+00 4.33E+00 5.18E – 01 0.97

C03 ABC 2.63E+02 6.79E+02 1.51E+03 3.49E+02 0.00
BABC 4.74E+03 3.60E+04 1.08E+05 2.60E+04 0.00

C04 ABC 1.32E+00 2.51E+00 4.79E+00 9.16E – 01 0.00
BABC 3.80E+01 1.87E+04 2.03E+05 4.97E+04 0.00

C05 ABC 6.95E – 05 2.43E – 03 8.45E – 03 1.76E – 03 0.00
BABC 1.97E – 03 4.21E+02 5.31E+02 1.11E+02 0.83

C06 ABC 5.53E – 04 3.04E – 03 7.81E – 03 1.89E – 03 0.00
BABC 8.29E – 05 4.42E+02 5.61E+02 1.49E+02 0.78

C07 ABC 1.63E – 02 1.43E+00 1.51E+01 3.09E+00 1.00
BABC 1.29E+07 1.48E+09 1.19E+10 3.06E+09 1.00

C08 ABC 2.50E – 02 3.93E+00 4.79E+01 1.01E+01 1.00
BABC 1.69E+09 2.06E+10 4.35E+10 1.21E+10 1.00

C09 ABC 8.40E – 05 1.97E+12 4.94E+13 9.87E+12 0.00
BABC 4.04E – 04 1.92E+13 3.61E+13 8.79E+12 0.85

C10 ABC 1.10E – 04 4.39E+12 4.25E+13 1.24E+13 0.00
BABC 1.24E+13 2.19E+13 3.64E+13 6.64E+12 0.92

C11 ABC 1.04E – 03 3.40E – 01 1.84E+00 4.39E – 01 0.00
BABC 2.67E+04 1.28E+06 1.97E+07 3.91E+06 0.00

C12 ABC –8.68E+02 –4.21E+02 2.51E+02 3.84E+02 0.07
BABC 2.78E+01 2.27E+10 2.91E+11 7.22E+10 0.00

C13 ABC –6.45E+01 –6.18E+01 –6.01E+01 1.16E+00 0.97
BABC –5.51E+01 –4.33E+01 –2.40E+01 8.23E+00 1.00

C14 ABC 1.64E+13 6.57E+13 1.19E+14 2.84E+13 1.00
BABC 1.09E+14 2.07E+14 2.86E+14 4.86E+13 1.00

C15 ABC 1.76E+14 3.26E+14 4.80E+14 7.14E+13 0.60
BABC 1.16E+14 2.60E+14 3.77E+14 6.50E+13 1.00

C16 ABC 1.13E+00 1.17E+00 1.21E+00 1.97E – 02 0.22
BABC 1.06E+00 1.13E+00 1.17E+00 2.88E – 02 1.00

C17 ABC 9.07E+02 1.36E+03 2.32E+03 2.96E+02 0.13
BABC 7.10E+02 1.13E+03 1.74E+03 2.75E+02 0.97

C18 ABC 1.85E+04 3.02E+04 4.25E+04 5.38E+03 0.37
BABC 1.56E+04 2.59E+04 3.51E+04 5.08E+03 0.99
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Table 2: The best solution obtained by εDEag, SRS-εDEag, ECHT-DE, AIS-IRP and BABC

Fun εDEag SRS-εDEag ECHT-DE AIS-IRP BABC

C01 –8.21E – 01 –8.21E – 01 –8.00E – 01 –8.20E – 01 –4.75E – 01
C02 –2.15E+00 –2.19E+00 –1.99E+00 –2.21E+00 3.71E+00

C03 2.88E+01 2.87E+01 9.89E+01 6.68E+01 3.60E+04

C04 8.16E – 03 5.70E – 03 –1.03E – 06 1.98E – 03 1.87E+04

C05 –4.50E+02 –4.63E+02 –1.06E+02 –4.36E+02 4.21E+02

C06 –5.28E+02 –5.29E+02 –1.38E+02 –4.54E+02 4.42E+02

C07 2.60E – 15 2.70E – 15 1.33E – 01 1.07E+00 1.48E+09

C08 7.83E – 14 4.90E – 14 3.36E+01 1.65E+00 2.06E+10

C09 1.07E+01 2.43E+00 4.24E+01 1.57E+00 1.92E+13

C10 3.33E+01 3.29E+01 5.34E+01 1.78E+01 2.19E+13

C11 –2.86E – 04 –2.99E – 04 2.60E – 03 –1.58E – 04 1.28E+06

C12 3.56E+02 2.13E+02 –2.51E+01 4.29E – 06 2.27E+10

C13 –6.54E+01 –6.59E+01 –6.46E+01 –6.62E+01 –4.33E+01

C14 3.09E – 13 1.04E – 13 1.24E+05 8.68E – 07 2.07E+14

C15 –8.21E – 01 –8.21E – 01 –8.00E – 01 –8.20E – 01 –4.75E – 01
C16 –2.15E+00 –2.19E+00 –1.99E+00 –2.21E+00 3.71E+00

C17 2.88E+01 2.87E+01 9.89E+01 6.68E+01 3.60E+04

C18 8.16E – 03 5.70E – 03 –1.03E – 06 1.98E – 03 1.87E+04

Table 3: The best solution obtained by FROFI, DyHF, CMODE, ABC and BABC

Fun FROFI DyHF CMODE ABC BABC

C01 –8.21E – 01 –8.21E – 01 –8.21E – 01 –5.54E – 01 –4.75E – 01
C02 –2.00E+00 5.74E – 01 9.75E – 01 3.94E+00 3.71E+00

C03 2.87E+01 3.03E+12 2.18E+01 6.79E+02 3.60E+04

C04 –3.33E – 06 8.25E+00 6.72E – 04 2.51E+00 1.87E+04

C05 –4.81E+02 2.95E+12 2.77E+02 2.43E – 03 4.21E+02

C06 –5.29E+02 –2.10E+01 –4.96E+02 3.04E – 03 4.42E+02

C07 0.00E+00 1.59E – 01 5.24E – 05 1.43E+00 1.48E+09

C08 0.00E+00 4.72E+00 3.68E – 01 3.93E+00 2.06E+10

C09 4.30E+01 1.50E+13 1.72E+13 1.97E+12 1.92E+13

C10 3.13E+01 1.57E+13 1.60E+13 4.39E+12 2.19E+13

C11 –3.92E – 04 –1.68E – 01 9.50E – 03 3.40E – 01 1.28E+06

C12 –1.99E – 01 –1.59E+01 –3.46E+00 –4.21E+02 2.27E+10

C13 –6.83E+01 –6.61E+01 –3.89E+01 –6.18E+01 –4.33E+01

C14 9.80E – 29 2.41E+12 9.31E+00 6.57E+13 2.07E+14

C15 2.16E+01 5.49E+13 1.51E+13 3.26E+14 2.60E+14

C16 0.00E+00 7.41E – 01 6.30E – 02 1.17E+00 1.13E+00

C17 1.59E – 01 6.04E+02 3.12E+02 1.36E+03 1.13E+03

C18 4.87E – 01 1.18E+04 7.36E+03 3.02E+04 2.59E+04
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